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Abstract This paper is concerned with the study of solution stability of a parametric
vector variational inequality, where mappings may not be strongly monotone. Under some
requirements that the operator of a unperturbed problem is monotone or it satisfies degree
conditions then we show that the solution map of a parametric vector variational inequality
is lower semicontinuous.
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1 Introduction

Vector variational inequality (VVI, for short) was introduced by Giannessi [6] in 1980. Later
on, VVI and its many extensions was studied by Chen [2,3], Kien [11], Lee [13] and Yang
[16] (see also the references given therein). The main topic of these papers is to establish
existence theorems.

Nowadays, VVIs appear in many important problems from theory to applications such as
vector optimization theory, economics and transportation. In such applications it is important
to understand behaviors of a solution of a vector variational inequality when the problem’s
data vary. In other words we wish to know properties of solutions of the so-called parametric
vector variational inequalities when parameters vary. One of our interests is to investigate
the continuity of the solution map of such a problem.

Let us assume that Rn and Rm are Euclidian spaces with the scalar product 〈, 〉 and the
Euclidean norm ‖ · ‖. We shall use the notation

Rm+ = {x = (x1, x2, . . . , xm) : xi ≥ 0 for all i}.
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Let L(Rn, Rm) be the set of continuous mappings from Rn into Rm . Suppose M,�
are metric spaces, K : � → 2Rn

is a set-valued mapping with closed convex values and
fi : M × Rn → Rn(i = 1, 2, . . . ,m) are continuous maps. Let f : M × Rn → L(Rn, Rm)

be a mapping which is defined by

f (µ, x)(u) = (〈 f1(µ, x), u〉, 〈 f2(µ, x), u〉, . . . , 〈 fm(µ, x), u〉).
Let C be a closed convex cone in Rm such that IntC �= ∅, where IntC denotes the interior

of C .
The parametric vector variational inequality involving the set K (λ), the mapping f (µ, ·)

and the cone C is the problem of finding x = x(µ, λ) ∈ K (λ) satisfying the condition

f (µ, x)(y − x) /∈ −IntC for all y ∈ K (λ). (1)

We shall denote problem Eq. (1) briefly by VVI( f (µ, ·), K (λ)) and S(µ, λ) stands for
its solution set corresponding to parameter (µ, λ). Thus S : M × � → 2Rn

is a set-valued
map which is called the solution map of Eq. (1). Given a parameter (µ0, λ0) ∈ M ×�, we
assume that S(µ0, λ0) �= ∅, that is, there is a point x0 ∈ S(µ0, λ0) such that

f (µ0, x0)(y − x0) /∈ −IntC for all y ∈ K (λ0). (2)

Our main concern is to investigate the behaviour of S(µ, λ) when (µ, λ) vary around
(µ0, λ0).

Recently Lee et al. [14] have shown that if f is strongly monotone and the set-valued map
K has the Aubin property at every point (λ0, x0), where x0 ∈ S(µ0, λ0), then the solution
map S(µ, λ) is Hölder-Lipschitz continuous with respect to (µ, λ) (see [14, Theorem 5.1]).
To obtain this result the authors had to use the Banach contractive theorem and the results
given by [17].

The situation will become complicated when the hypothesis on the strong monotonicity is
dropped. In this case, it seems difficulty to use the techniques in the proof of Theorem 5.1 in
[14], because the strong monotonicity of f played an essential role in establishing the proof.

The aim of this paper is to establish some results on the solution stability of the parametric
vector variational inequality Eq. (1) without strong monotonicity of f . In order to obtain
the result we have to derive a new scheme for the proof by using some facts on the degree
theory and a result on a relation between the Aubin property and the Hölder property of mul-
tifunctions K . Using this scheme, we show that if the mapping f (µ0, ·) of the unpurturbed
problem is strictly monotone or it satisfies some requirement related to degree theory, then
the solution map is lower semicontinous.

The rest of the paper consists of two sections. Section 1 is devoted to a result on the
lower semicontinuity of the solution set under hypotheses relating to strict monotonicity of
mappings of the unperturbed problem. In Sect. 2 we give sufficient conditions for the lower
semicontinuity of the solution map with requirements on the degree of mappings.

2 A monotone-operator approach

In this section we first establish some auxiliary results on a relation between the solution set
of a vector variational inequality and the solution set of a scalar variational inequality.

Let us assume that � is a closed convex subset in Rn and C be a closed convex cone in
Rm with IntC �= ∅. We shall denote by L(Rn, Rm) the set of all continuous mapping from
Rn into Rm and C∗ the polar cone of C , that is
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C∗ = {z∗ ∈ Rm : 〈z∗, z〉 ≥ 0 for all z ∈ C}.
Putting C∗+ = C∗ \ {0} we obtain from the bipolar theorem (see, e.g., [8]) that

z ∈ −IntC ⇐⇒ 〈z∗, z〉 < 0 for all z∗ ∈ C∗+. (3)

Suppose hi : � → Rn(i = 1, 2 . . . ,m) are continuous mappings and h : � →
L(Rn, Rm) is defined by

h(x)(u) = (〈h1(x), u〉, 〈h2(x), u〉, . . . , 〈hm(x), u〉).
Consider the following VVI(h,�):

Find x0 ∈ � such that h(x0)(x − x0) /∈ −IntC for all x ∈ �. (4)

In other form, Eq. (4) is equivalent to the problem

Find x0 ∈ � such that {h(x0)(x − x0) : x ∈ �} ∩ (−IntC) = ∅. (5)

For each ξ ∈ C∗ \ {0} we consider the following variational inequality VI(ξh,�):

Find x0 ∈ � such that
m∑

i=1

ξi 〈hi (x0), x − x0〉 ≥ 0 for all x ∈ �. (6)

This problem can be formulated by the term of generalized equations

Find x0 ∈ � such that 0 ∈
m∑

i=1

ξi hi (x0)+ N�(x0), (7)

where N�(x0) is the normal cone of the set � at x0 which defined by

N�(x) =
{ {x∗ ∈ Rn : 〈x∗, y − x〉 ≤ 0 ∀y ∈ �} if x ∈ �

∅, otherwise.

Let us denote by S(VVI) and S(VI)ξ the solution sets of Eqs. (4) and (6), respectively.
The following lemma gives a relation between the solution sets of Eqs. (4) and (6).

Lemma 2.1 (C. f. [13, Theorem 2.1]) Suppose hi are continuous for i = 1, 2, . . . ,m. The
following assertions hold:

(a)
⋃

ξ∈C∗+

S(VI)ξ = S(VVI). (8)

(b) S(VVI) is a closed set.

Proof (a) Suppose x0 is a point of
⋃
ξ∈C∗+ S(VI)ξ . Then there exists ξ ∈ C∗+ such that x0

is a solution of VI(ξh,�), that is Eq. (6) holds. By Eq. (3), it follows that Eq. (4) is
satisfied. As x0 is arbitrary, we have

⋃
ξ∈C∗+ S(VI)ξ ⊆ S(VVI). Conversely, take any

x0 ∈ S(VVI). By Eq. (5) we have

{h(x0)(x − x0) : x ∈ �} ∩ (−IntC) = ∅.
By the separation theorem (see [7, Theorem 1, p. 163]) there exists a functional ξ ∈
Rm \ {0} such that

〈ξ, h(x0)(x − x0)〉 ≥ 〈ξ, u〉
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for all x ∈ � and u ∈ −IntC . Put x = x0 we have 〈ξ, u〉 ≤ 0 for all u ∈ −IntC . This
implies that 〈ξ, u〉 ≥ 0 for all u ∈ C . Consequently, ξ ∈ C∗+. Thus we have shown that
there exists ξ ∈ C∗+ such that

〈ξ, h(x0)(x − x0)〉 ≥ 0 for all x ∈ �.
Hence x0 ∈ ⋃

ξ∈C∗+ S(VI)ξ . It follows that
⋃
ξ∈C∗+ S(VI)ξ ⊇ S(VVI) and Eq. (8) is

obtained.
(b) Since A := Rn \ (−IntC) is a closed set, the set

D(x) := {y ∈ � : f (y)(x − y) ∈ A}
is closed. It is clear that S(VVI) = ∩x∈�D(x). Hence S(VVI) is a closed set. ��

We now return to problem Eq. (1). For each ξ ∈ C∗+ we denote by Sξ (µ, λ) the solution
set of the generalized equation

0 ∈
m∑

i=1

ξi fi (µ, x)+ NK (λ)(x).

By lemma 2.1, for each (µ, λ) ∈ M ×�, we have
⋃
ξ∈C∗+ Sξ (µ, λ) = S(µ, λ).

Given a parameter (µ0, λ0) ∈ M × �, we assume that S(µ0, λ0) �= ∅. Taking any
x0 ∈ S(µ0, λ0), we see that (λ0, x0) ∈ GrphK and Eq. (2) hods. By Lemma 2.1, there exists
a point ξ0 ∈ C∗+ such that

0 ∈
m∑

i=1

ξ0
i fi (µ0, x0)+ NK (λ0)(x0). (9)

Recall that the set-valued mapping K : � → 2Rn
has the Aubin property of order α > 0

at a point (λ0, x0) ∈ grphK if there exist positive constants k, ε0 and β0 such that

K (λ′) ∩ (x0 + ε0 B̄) ⊆ K (λ)+ kd(λ′, λ)α B̄ ∀ λ′, λ ∈ B(λ0, β0). (10)

Here B̄ is the closed unit ball of Rn and B(λ0, β) is an open ball with center at λ0 and
radius β, in the metric space �. If K (·) satisfies property Eq. (10) for α = 1 then K (·) is
said to be pseudo-Lipschitz continuous at (λ0, x0). Let E be a subset in Rn and g : E → Rn

be a mapping. We say that g strictly monotone on E if for any x1, x2 ∈ E with x1 �= x2, one
has 〈g(x1)− g(x2), x1 − x2〉 > 0.

A multifunction P : X → 2Y from a topological space X to a topological space Y is said
to be lower semicontinuous at x0 ∈ X if for any open set V in Y satisfying P(x0) ∩ V �= ∅,
there exists a neighborhood U of x0 such that P(x) ∩ V �= ∅ for all x ∈ U .

We are ready to state the first result.

Theorem 2.2 Suppose C is a closed convex cone in Rm+, S(µ0, λ0) is bounded, X0 is a neigh-
borhood of S(µ0, λ0) and M0 × �0 is a neighborhood of (µ0, λ0). Let fi : M0 × X0 →
Rn(i = 1, 2, . . . ,m) be continuous mappings and K : �0 → 2Rn

be a multifunction which
satisfy conditions:

(i) fi (µ0, ·) : X0 ∩ K (λ0) → Rn is strictly monotone for all i = 1, 2, . . . ,m;
(ii) for each x0 ∈ S(µ0, λ0), K has the Aubin property of order α > 0 at the point (λ0, x0).

Then there exist a neighborhood U0 × V0 of (µ0, λ0) and a bounded open neighborhood
Q0 of S(µ0, λ0) such that the following assertions hold:
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(a) The solution map S : U0 × V0 → 2Q0 has nonempty values.
(b) The solution map S is lower semicontinuous at (µ0, λ0).

Proof Note that since fi (µ0, ·) is continuous, S(µ0, λ0) is closed. Hence S(µ0, λ0) is a
compact set. Taking any x0 ∈ S(µ0, λ0), we see that (λ0, x0) ∈ GrphK and there exists
ξ0 ∈ C∗+ such that Eq. (9) is fulfilled. By (i i), there exist constants k, ε0 and β0 such that
Eq. (10) holds. For each ε > 0 we put

Kε(λ) = K (λ) ∩ (x0 + ε B̄). (11)

The following lemma plays an important role in the proof of our theorem which is an
extension of Lemma 2.3 in [1].

Lemma 2.3 For any ε in (0, ε0] and any β with 0 < β < min{β0, (
ε

4k )
1/α}, the multifunc-

tion Kε defined by Eq. (11), is Hölder continuous with constant 5k on the ball x0 + β B̄,
that is

Kε(λ
′) ⊆ Kε(λ)+ 5kd(λ′, λ)α B̄. (12)

for all λ, λ′ ∈ B(λ0, β).

Proof We shall use similar arguments as in the proof of [1].
Put λ′ = λ0 in Eq. (10), we obtain that, for all λ ∈ B(λ0, β) there exists a point xλ ∈ K (λ)

such that

‖xλ − x0‖ ≤ kd(λ0, λ)
α < ε/2. (13)

This implies that Kε(λ) is nonempty for all λ ∈ B(λ0, β). Take any λ′, λ ∈ B(λ0, β) and
x ′ ∈ Kε(λ′). We have to show that there exists a point x ′′ ∈ Kε(λ) such that

‖x ′ − x ′′‖ ≤ 5kd(λ′, λ)α (14)

which proves Eq. (12).
It follows from Eq. (10) that there exists x ∈ K (λ) such that

‖x ′ − x‖ ≤ kd(λ′, λ)α ≤ 5kd(λ′, λ)α.

If x ∈ x0 + ε B̄ then x ∈ Kε(λ). By putting x ′′ = x we obtain Eq. (14).
Let us assume that x /∈ x0 + ε B̄. This means that

r := ‖x − x0‖ > ε.

Choose xλ ∈ K (λ) such that Eq. (13) holds. By the convexity of K (λ), the segment
[x, xλ] ⊂ K (λ). Take a point x ′′ ∈ [x, xλ] such that ‖x ′′ − x0‖ = ε, belongs to K (λ). Hence
x ′′ ∈ Kε(λ). Note that such a point x ′′ always exists. Namely, x ′′ = (1 − t)x + t xλ, where
t ∈ (0, 1).

Put ρ = ‖x − x ′′‖, d = r − ε. Then we have

ε = ‖x ′′ − x0‖ = ‖(1 − t)(x − x0)+ t (xλ − x0)‖ ≤ (1 − t)r + t‖xλ − x0‖.
This implies that

t (r − ‖xλ − x0‖) ≤ r − ε.

Hence

t ≤ r − ε

r − ε/2
.
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From this relation,

ρ := ‖x ′′ − x‖ = t‖x − xλ‖ ≤ t (‖x − x0‖ + ‖xλ − x0‖)
≤ t (r + ε/2) ≤ (r + ε/2)

r − ε

r − ε/2
.

It follows that ‖x ′′−x‖ = ρ ≤ 4(r −ε) = 4d . Since d ≤ ‖x −x ′‖, ‖x ′′−x‖ ≤ 4‖x −x ′‖.
Finally we have

‖x ′ − x ′′‖ ≤ ‖x ′′ − x‖ + ‖x − x ′‖ ≤ 5‖x − x ′‖ ≤ 5kd(λ′, λ)α.

The lemma is proved.
We now Choose positive constants s and δ such that x0 + s B̄ ⊂ (x0 + ε0 B̄) ∩ X0,

kd(λ0, λ)
α < s for all λ ∈ B(λ0, δ) ⊂ B(λ0, β0). Hence Eq. (10) implies

K (λ′) ∩ (x0 + s B̄) ⊆ K (λ)+ kd(λ, λ′)α B̄ (15)

for all λ, λ′ ∈ B(λ0, δ).
Choose a number β such that 0 < β < min{δ, ( s

4k )
1
α }. By Lemma 2.3, we have

K (λ′) ∩ (x0 + s B̄) ⊆ K (λ) ∩ (x0 + s B̄)+ 5kd(λ′, λ)α B̄ (16)

for all λ, λ ∈ B(λ0, β). Thus for all λ′, λ ∈ B(λ0, β), Eqs. (15) and (16) are fulfilled.
Putting λ′ = λ0 in Eq. (15) we see that for each λ ∈ B(λ0, β) there exists zλ ∈ K (λ) such

that ‖zλ − x0‖ ≤ kd(λ, λ0)
α < s. Consequently K (λ) ∩ B(x0, s) �= ∅ for all λ ∈ B(λ0, β).

For each (µ, λ) ∈ M0 × B(λ0, β) we consider the generalized equation

0 ∈ g(µ, x)+ NK (λ)∩B̄(x0,s)(x)

where g(µ, x) := ∑m
i=1 ξ

0
i fi (µ, x). We claim that there exists a neighborhood U0 × V0 of

(µ0, λ0) such that

0 /∈ (
g(µ, ·)+ NK (λ)∩B̄(x0,s)(·)

)
(∂B(x0, s)) (17)

for all (µ, λ) ∈ U0 × V0, where ∂B(x0, s) is the boundary of B(x0, s). Indeed, suppose the
assertion is false. Then we can find sequences µn → µ0, λn → λ0 and {xn} ⊂ ∂B(x0, s) ∩
K (λn) such that

〈g(µn, xn), z − xn〉 ≥ 0 ∀ xn ∈ K (λn) ∩ B̄(x0, s). (18)

Since ∂B(x0, s) is a compact set, we can assume that xn → x̄ . Substituting λ′ = λn ,
λ = λ0 into Eq. (16), we see that, for each n, there exists yn ∈ K (λ0) ∩ B̄(x0, s) such that

‖xn − yn‖ ≤ 5kd(λn, λ0)
α.

Since K (λ0)∩ B̄(x0, s) is compact, without loss of generality we may assume that yn →
y0 ∈ K (λ0)∩B̄(x0, s). From the above, we have xn → y0. Hence x̄ = y0 ∈ K (λ0)∩B̄(x0, s).
Putting λ′ = λ0, λ = λn in Eq. (16), we see that for each n there exists a point zn ∈
K (λn) ∩ B̄(x0, s) such that zn → x0. Putting z = zn in Eq. (18) and letting n → ∞ we
obtain 〈g(µ0, x̄), x0 − x̄〉 ≥ 0. Since fi (µ0, ·) is strictly monotone and ξ0 ∈ Rn+ \ {0}, we
see that g(µ0, ·) is also strictly monotone. It is noted that x0 �= x̄ . Hence we have

〈g(µ0, x0), x0 − x̄〉 > 〈g(µ0, x̄), x0 − x̄〉 ≥ 0.

This contradicts the fact that x0 satisfies Eq. (9). Thus the claim is proved.
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We now can choose neighborhoods U ⊂ M0 of µ0 and V ⊂ B(λ0, β) of λ0 such that
Eq. (17) is valid. For each (µ, λ) ∈ U × V we consider the generalized equation

0 ∈ g(µ, x)+ NK (λ)∩B̄(x0,s)(x). (19)

Since g(µ, ·) is continuous and K (λ) ∩ B̄(x0, s) is compact, equation Eq. (19) has a
solution x̂ = x̂(µ, λ) ∈ K (λ) ∩ B̄(x0, s). By Eq. (17), x̂ ∈ int B̄(x0, s). Hence

NK (λ)∩B̄(x0,s)(x) = NK (λ)(x̂).

Consequently, x̂ is a solution of the equation

0 ∈ g(µ, x)+ NK (λ)(x).

This implies that x̂ ∈ Sξ0(µ, λ) ∩ B(x0, s). Hence we also have S(µ, λ) ∩ B(x0, s) �= ∅.
So far we have shown that for each x0 ∈ S(µ0, λ0) there exist a open ball B(x0, s) and

a neighborhood Ux0 × Vx0 of (µ0, λ0) such that S(µ, λ) ∩ B(x0, s) �= ∅ for all (µ, λ) ∈
Ux0 × Vx0 . As S(µ0, λ0) is a compact set, there exists x1, x2, . . . , xk such that S(µ0, λ0) ⊆
∪n

i=1 B(xi , si ). Put Q0 = ∪k
i=1 B(xi , si ),U0 = ∩k

i=1Uxi and V0 = ∩k
i=1Vxi . It is clear that

U0, V0 and Q0 satisfy assertion (a) of the theorem. It remains to prove assertion (b). Suppose
W is a open set in Q0 such that S(µ0, λ0) ∩ W �= ∅. Note that W = Q0 ∩ G, where G is
a open set in Rn . Take x0 ∈ S(µ0, λ0) ∩ W . By (i i) there exist constants k, ε0 and β0 such
that Eq. (10) is fulfilled. We can choose ε0 such that B̄(x0, ε0) ⊂ W . We now use the same
arguments as in the proof of part (a) to show that there exist a ball B(x0, ŝ) ⊂ B(x0, ε0),
a neighborhood Û × V̂ ⊂ U0 × V0 of (µ0, λ0) such that S(µ, λ) ∩ B(x0, ŝ) �= ∅ for all
(µ, λ) ∈ Û × V̂ . This implies that S(µ, λ) ∩ W �= ∅ for all (µ, λ) ∈ Û × V̂ . Consequently,
S is lower semicontinuous at (µ0, λ0). The proof of the theorem is complete. ��

In order to make readers to illustrate the Theorem 2.2, we give the following example.

Example 2.4 Let (µ0, λ0) = (−1, 1),M0 × �0 ⊂ R2 be a neighborhood of (µ0, λ0) and
X0 = R2. Let f = ( f1, f2) and f1, f2 : M0 × X0 → R2 be defined by

f1(µ, x) = (x1, µx2 + x2
2 ), f2(µ, x) = (x1 + (1 − µ)x2, x2), x = (x1, x2)

and K : �0 → R2 defined by

K (λ) = {(x1, x2) : x2 ≥ −1, x1 + x2 = λ}.
Then all conditions of Theorem 2.2 are satisfied and u0 = (0, 1) is a solution of

VVI( f (µ0, ·), K (λ0));
In fact, we have f1(µ0, x) = (x1,−x2 + x2

2 ) and

K (λ0) = {(x1, x2) : x2 ≥ 1, x1 + x2 = 1}.
For any u = (u1, u2), v = (v1, v2) ∈ K (λ0), we see that u2 + v2 ≥ 2. Hence

〈 f1(µ0, u)− f1(µ0, v), u − v〉 = (u1 − v1)
2 + (u2 − v2)

2(u2 + u2 − 1) > 0

whenever u �= v. This implies that f1(µ0, ·) is strictly monotone. When µ0 = −1 we have
f2(µ0, x) = (x1, x2) which is also strictly monotone. Hence condition (i) of Theorem 2.2 is
fulfilled.

It is clear that f1(·, ·) and f2(·, ·) are continuous. On the other hand, for eachλ ∈ �0, K (λ)
is a closed convex set. By [15], the map K (·) is Lipshitz continuous. Hence condition (i i) in
Theorem 2.2 is valid. Thus all conditions of Theorem 2.2 are fulfilled.
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Taking ξ = (1, 0) we see that if u ∈ K (λ) is a solution of VI( f1(µ, ·), K (λ)) then it is
also a solution of VVI( f (µ, x), K (λ)).

On the other hand, u ∈ K (λ) is a solution of VI( f1(µ, ·), K (λ)) iff

u = �K (λ)(u − ρ f1(µ, u))

for some ρ > 0. Here �K (λ)(x) stands for the metric projection of a point x ∈ R2 onto the
set K (λ). Let x = (x1, x2) be any point in R2. By a simple computation, we obtain

�K (λ)(x) =
(
λ+ x1 − x2

2
,
λ+ x2 − x1

2

)
.

It follows that

�K (λ)(x − ρ f (µ, x)) = 1

2

(
λ+ (1 − ρ)x1 − (1 − µρ)x2 + ρx2

2 , λ

−(1 − ρ)x1 + (1 − µρ)x2 − ρx2
2

)
.

Hence

(x1, x2) = �K (λ)(x − ρ f (µ, x))

if and only if
{
λ+ (1 − ρ)x1 − (1 − µρ)x2 + ρx2

2 = 2x1

λ− (1 − ρ)x1 + (1 − µρ)x2 − ρx2
2 = 2x2.

It is equivalent to
{

x2
2 + (1 + µ)x2 − λ = 0

x1 + x2 = λ.
(24)

When (µ0, λ0) = (−1, 1) the system has the unique solution u0 = (0, 1) ∈ K (λ0).
��

3 A degree-theoretic approach

In this section we shall provide sufficient conditions for the lower semicontinuity of the
solution map of problem Eq. (1). Here the conditions are related to the degree of mappings
which guarantee the lower semicontinuity of the solution map S. Such a degree-theoretic
approach for the scalar case has been used by [10].

Before stating our result we recall some notions and facts of the degree theory. The notions
and events of the degree theory can be found in [4,5,12,18].

Let D be an open bounded set in Rn . We denote by ∂D the boundary of D and D̄ the
closure of D. Let C1(D̄) = C1(D) ∩ C(D̄), where C1(D) is the set of all continuously
differentiable functions φ : D → Rn and C(D̄) is the set of all continuous functions on D̄.

For each φ ∈ C(D̄) we put ‖φ‖ = maxx∈D̄ ‖φ(x)‖.
We will denote by dist(x, A) the distance form a point x ∈ Rn to a set A ⊂ Rn .
If φ ∈ C1(D̄), Jφ(x) = det(gradφ(x)) and Zφ = {x ∈ D̄ : Jφ(x) = 0} which is called

the crease of φ.
It is well known that if φ ∈ C1(D̄) and p /∈ φ(Zφ) then the set φ−1(p) is finite (see, for

instance [12, Theorem 1.1.2]).
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Definition 3.1 (a) Let φ ∈ C1(D̄) and p /∈ φ(Zφ) ∪ φ(∂D). The degree of φ at p with
respect to D is defined by

deg(φ, D, p) :=
∑

x∈φ−1(p)

sgn(Jφ(x)). (20)

(b) Let φ ∈ C1(D̄) and p /∈ φ(∂D) such that p ∈ φ(Zφ). We define the degree of φ at p
with respect to D , to be the number deg(φ, D, q) for any q /∈ φ(Zφ) ∪ φ(∂D) such
that |p − q| < dist(p, φ(∂D)).

(c) Let φ ∈ C(D̄) and p ∈ Rn\φ(∂D). We define deg(φ, D, p), the degree of φ at p
with respect to D, to be deg(ψ, D, p) for any ψ ∈ C1(D̄) such that |ψ(x)− φ(x)| <
dist(p, φ(∂D)) for all x ∈ D̄.

The following list summarizes some properties most frequently used.

Theorem 3.2 Suppose that φ ∈ C(D̄) and p /∈ φ(∂D). Then the following properties hold:

(a) (Normalization) If p ∈ D then deg(I, D, p) = 1, where I is the identity mapping.
(b) (Existence) If deg(φ, D, p) �= 0 then there is x ∈ D such that φ(x) = p.
(c) (Additivity) Suppose that D1 and D2 are disjoint open sets of D. If p /∈ φ(D̄\(D1 ∪ D2)

then

deg(D, f, p) = deg(φ, D1, p)+ deg(φ, D2, p).

(d) (Homotopy invariance) Suppose that H : [0, 1] × D → Rn is continuous. If p /∈
H(t, ∂D) for all t ∈ [0, 1] then deg(H(t, .), D, p) is independent of t .

(e) (Excision) If D0 is a closed set of D and p /∈ φ(D0) then deg(φ, D, p) =
deg(φ, D\D0, p).

Let us recall that x0 is an isolated solution of an equation φ(x) = 0 if there exists a
bounded open neighborhood G of x0 such that x0 is the unique solution in Ḡ. In particular,
we have 0 /∈ φ(∂G). Assume that G1,G2 are open neighborhoods of x0 in G. By excision,
we have d(φ,G1, 0) = d(φ,G2, 0). The common value d(φ, Q, 0) for open neighborhoods
Q ⊂ G of x0 is called the index of φ at the isolated solution x0 and denoted by Ind(φ, x0).

We now return to problem Eq. (1). For each ξ ∈ C∗+ and ρ > 0 we define a mapping Fξ,ρ
by the formula

Fξ,ρ(µ, λ, x) = x −�K (λ)

(
x − ρ

m∑

i=1

ξi fi (µ, x)

)
,

where�K (λ)(z) is the metric projection of a point z ∈ Rn onto the set K (λ). It is well known
that x ∈ Sξ (µ, λ) if and only if 0 = Fξ,ρ(µ, λ, x) for someρ > 0. Hence from Lemma 2.1 we
see that x0 ∈ S(µ0, λ0) if and only if there exists ξ0 ∈ C∗+ such that Fξ0,ρ(µ0, λ0, x0) = 0.
We shall call ξ0 a functional corresponding to x0.

We have the following result.

Theorem 3.3 Suppose x0 ∈ S(µ0, λ0) is an isolated solution, ξ0 is a functional correspond-
ing to x0, X0 is a bounded open neighborhood of x0 and M0 × �0 is a neighborhood of
(µ0, λ0). Let fi : M0 × X0 → Rn be continuous mappings and K : �0 → 2Rn

be a
multifunction which satisfy conditions:

(i) the map π : �0 × X0 → Rn defined by π(λ, z) = �K (λ)(z) is continuous;
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(ii) there exists ρ0 > 0 such that

Ind(Fξ0,ρ(µ0, λ0, .), x0) �= 0 ∀ρ ∈ (0, ρ0].
Then there exist a neighborhood U0 ofµ0, a neighborhood V0 of λ0 and an open bounded

neighborhood Q0 of x0 such that the following assertions are fulfilled:

(a) The solution map S : U0 × V0 → 2Q0 has nonempty values.
(b) The solution map S is lower semicontinuous at (µ0, λ0).

Proof Choose ρ ∈ (0, ρ0] sufficiently small such that

x0 − ρ

m∑

i=1

ξ0
i fi (µ0, x0) ∈ X0.

By the continuity of fi , there exists a neighborhood M1 ⊂ M0 of µ0 and a neighborhood
X1 ⊂ X0 of x0 such that

x − ρ

m∑

i=1

ξ0
i fi (µ, x) ∈ X0

for all x ∈ X1 and µ ∈ M1. By (i), the map Fξ0,ρ(µ, λ, x) is continuous on M1 ×�0 × X1.
Recall that

Fξ0,ρ(µ, λ, x) = x −�K (λ)

(
x − ρ

m∑

i=1

ξ0
i fi (µ, x)

)
.

From (i i) there exists a bounded open neighborhood X2 ⊂ X1 of x0 such that the equation
Fξ0,ρ(µ0, λ0, x) = 0 has the unique solution x0 in X̄2. Besides,

d(Fξ0,ρ(µ0, λ0, ·), X2, 0) �= 0.

This implies that for eachw ∈ ∂X2, Fξ0,ρ(µ0, λ0, w) �= 0.Putting uw= Fξ0,ρ(µ0, λ0, w)

and rw = 1
2‖uw‖ > 0, we see that 0 /∈ B(uw, rw). By the continuity of Fξ0,ρ(µ0, λ0, w),

there exist a neighborhood Xw of w and a neighborhood Uw × Vw of (µ0, λ0) such that
Fξ0,ρ(µ, λ, x) ∈ B(uw, rw) for all (µ, λ) ∈ Uw × Vw and x ∈ Xw . Since ∂X2 is compact,
there exist points w1, w2, ..., wk such that ∂X2 ⊆ ∪k

i=1 Xwi . Put Q0 = X2,U0 = ∩Uwi and
V0 = ∩Vwi . We want to show that Q0,U0 and V0 satisfy the conclusion of the theorem.

Fixing any (µ, λ) ∈ U0 × V0, we consider the homotopy H : [0, 1] × X̄2 → 2Rn

defined by H(t, x) = (1 − t)Fξ0,ρ(µ0, λ0, x) + t Fξ0,ρ(µ, λ, x). For each w ∈ ∂X2 then
w ∈ Xwi for some i . Since (µ, λ) ∈ Uwi × Vwi , we have Fξ0,ρ(µ, λ,w) ∈ B(uwi , rwi ) and
Fξ0,ρ(µ0, λ0, w) ∈ B(uwi , rwi ). By the convexity of B(uwi , rwi ) we have

(1 − t)Fξ0,ρ(µ0, λ0, x)+ t Fξ0,ρ(µ, λ, x) ∈ B(uwi , rwi ).

As 0 /∈ B(uwi , rwi ), it follows that

0 /∈ H(t, w) = (1 − t)Fξ0,ρ(µ0, λ0, x)+ t Fξ0,ρ(µ, λ, x)

for all t ∈ [0, 1] and w ∈ ∂X2. By (d) of Theorem 3.2, we have

d(Fξ0,ρ(µ, λ, ·), X2, 0) = d(Fξ0,ρ(µ0, λ0, ·), X2, 0) �= 0.

By (b) in Theorem 3.2, we can find a point x = x(µ, λ) ∈ X2 such that Fξ0,ρ(µ, λ, x) = 0.
This implies that x(µ, λ) ∈ Sξ0(µ, λ)∩ X2 ⊂ S(µ, λ)∩ Q0. Hence assertion (a) is proved.
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Let us prove (b). Suppose G is an open set in Q0 such that S(µ0, λ0)∩ G �= ∅. Note that
G = Q0 ∩ D, where D is an open set in Rn . By the uniqueness of x0 in Q0(= X2), we have
x0 ∈ G. By using the same procedure as in the proof of assertion (a), we can show that there
exists a neighborhood X̂2 ⊂ G and a neighborhood Û × V̂ ⊂ U0 × V0 of (µ0, λ0) such that
Sξ0(µ, λ)∩ X̂2 �= ∅ for all (µ, λ) ∈ Û × V̂ . Note that ∪ξ∈C∗+ Sξ (µ, λ) = S(µ, λ). Hence we

have S(µ, λ) ∩ G �= ∅ for all (µ, λ) ∈ Û × V̂ . Consequently, S is lower semicontinuous at
(µ0, λ0). The proof of the theorem is complete. ��
In the above theorem, condition (i) is a key hypothesis. In order to apply it one needs to
verify this requirement. The following proposition provides a sufficient condition for the
fulfillment of condition (i).

Proposition 3.4 Suppose K has the Aubin property of order α > 0 at (λ0, x0). Then there
exist neighborhoods X0 of x0 and V0 of λ0 such that the mapping π : V0 × X0 → Rn defined
by π(λ, z) = �K (λ)(z) is continuous on V0 × X0.

Proof According to [9, Theorem 3.1] (see also [17, Lemma 1.1]), there exists a neighborhood
X0 of x0 and V0 of λ0 and a constant k0 > 0 such that

‖�K (λ)(z)−�K (λ′)(z)‖ ≤ kd(λ, λ′)
α
2 (21)

for all z ∈ X0 and λ, λ′ ∈ V0. It remains to prove that the map π(λ, z) is continuous on
V0 × X0. In fact, taking any (λ, z) ∈ V0 × X0 and assume that zn → z, λn → λ. We want
to show that π(λn, zn) → π(λ, z). From Eq. (21) we have the following estimation

‖π(λn, zn)− π(λ, z)‖ = ‖�K (λn)(zn)−�K (λ)(z)‖
≤ ‖�K (λn)(zn)−�K (λ)(zn)‖ + ‖�K (λ)(zn)−�K (λ)(z)‖
≤ kd(λn, λ

′)
α
2 + ‖zn − z‖.

Hence ‖π(λn, zn) − π(λ, z)‖ → 0 as n → ∞. Consequently, π is continuous at (λ, z).
Since (λ, z) is arbitrary, π is continuous on V0 × X0. ��
Acknowledgments This paper is partially supported by NSC Taiwan 96-2115-M-276-001. The author wish
to express his sincere gratitude to the referees and professor B. T Kien for many helpful suggestions and
comments.

References

1. Bessis, D.N., Ledyaev, Yu.S., Vinter, R.B.: Dualization of the Euler and Hamiltonian inclusions. Nonlinear
Anal. 43, 861–882 (2001)

2. Chen, G.Y.: Existence of solutions for a vector variational inequality: an extension of the Hartman-
Stampacchia theorem. J. Optim. Theory Appl. 74, 445–456 (1992)

3. Chen, G.Y., Craven, B.D.: A vector variational inequality and optimization over an efficient set. ZOR-
Meth. Models Oper. Res. 34, 1–12 (1990)

4. Deimling, K.: Nonlinear functional analysis. Springer-Verlag, Berlin (1985)
5. Fonseca, I., Gangbo, W.: Degree theory in analysis and applications. Oxford, New York (1995)
6. Giannessi, F.: Theorems of alternative, quadractic programs and complementarity problems. In: Cottle,

R.W., Giannessi, F., Lions, J.-L. (eds.) Variational inequality and complementarity problems, Proceedings
of an International School of Mathematics on Variational Inequalities and Complementarity Problems in
Mathematical Physics and Economics, Erice, 19–30 June 1978 (1978)

7. Ioffe, A.D., Tihomirov, V.M.: Theory of extremal problems. North-Holland, Amsterdam (1979)
8. Jeyakumar, V., Oettli, W., Natividad, M.: A solvability theorem for a class of Quasiconvex mappings with

applications to optimization. J. Math. Anal. Appl. 179, 537–546 (1993)

123



446 J Glob Optim (2010) 46:435–446

9. Kien, B.T.: On the metric projection onto a family of closed convex sets in a uniformly convex Banach
space. Nonlinear Anal. Forum 7, 93–102 (2002)

10. Kien, B.T., Wong, M.-M.: On the solution stability of variational inequality. J. Glob. Optim. 39,
101–111 (2007)

11. Kien, B.T., Wong, N.-C., Yao, J.-C.: Generalized vector variational inequalites with star-monotone and
discontinuous operators. Nonlinear Anal., 9, 2859–2871 (2008)

12. LLoyd, N.G.: Degree theory. Cambridge University Press, Cambridge (1978)
13. Lee, G.M., Kim, D.S., Lee, B.S.: Generalized vector variational inequality. Appl. Math. Lett. 9, 39–

42 (1996)
14. Lee, G.M., Kim, D.S., Lee, B.S., Yen, N.D.: Vector variational inequality as a tool for studying vector

optimization problems. Nonlinear Anal. 34, 745–765 (1998)
15. Mangasarian, O.L., Shiau, T.-H.: Lipschitz continuity of solutions of linear inequalities, programs and

complementarity problems. SIAM J. Control Optim. 25, 583–595 (1998)
16. Yang, X.Q.: Vector variational inequality and its duality. Nonlinear Anal. 21, 869–877 (1993)
17. Yen, N.D.: Hölder continuity of solution to a parametric variational inequality. Appl. Math. Optim 31, 245–

255 (1995)
18. Zeidler, E.: Nonlinear functional analysis and its application, I: fixed-point theorems. Springer-

Verlag, Berlin (1993)

123


	Lower semicontinuity of the solution map to a parametric vector variational inequality
	Abstract
	1 Introduction
	2 A monotone-operator approach
	3 A degree-theoretic approach
	Acknowledgments


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice


